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Artikulu honek teknologiak osasun mentalerako izan ditzakeen onurak eta arriskuak aztertzen ditu. 
Teknologia gure osasun mentala hobetzeko erabil daiteke, baina erabilera desegokiak arriskuak 
dakartza osasun mentalerako zein datuen pribatutasunerako. Herritar guztientzako osasun mentala 
sustatzeko berrikuntza teknologikoaren eta pertsona ardatz duen osasun mentalaren artean orekari 
eustea, baita osasun sistema publikoan psikiatra eta psikologoen kopurua handitzea ere beharrezkoa 
dela ondorioztatzen da. 
 
Giltza-Hitzak: Osasun Mentalaren Prebentzioa. Osasun Mentalaren Tratamendua. Teknologiaren 
Onurak. Teknologiaren Arriskuak. 
 
 
 
Este artículo analiza los beneficios y riesgos que puede tener la tecnología para la salud mental. La 
tecnología se puede utilizar para mejorar nuestra salud mental, pero su uso inadecuado conlleva 
riesgos tanto para la salud mental como para la privacidad de los datos. Se concluye que promover la 
salud mental para toda la ciudadanía requiere mantener un equilibrio entre la innovación tecnológica y 
la salud mental centrada en la persona, así como aumentar el número de psiquiatras y psicólogos en el 
sistema de salud pública. 
 
Palabras Clave: Prevención de la Salud Mental. Tratamiento de la Salud Mental. Beneficios de la 
tecnología. Riesgos de la tecnología. 
 
 
 
Cet article analyse les avantages et les risques que la technologie peut avoir sur la santé mentale. La 
technologie peut être utilisée pour améliorer notre santé mentale, mais son utilisation inappropriée 
comporte des risques à la fois pour la santé mentale et la confidentialité des données. Il conclut que la 
promotion de la santé mentale pour tous les citoyens nécessite de maintenir un équilibre entre 
l'innovation technologique et la santé mentale centrée sur la personne ainsi que d'augmenter le 
nombre de psychiatres et de psychologues dans le système de santé publique. 
 
Mots-Clés : Prévention de la Santé Mentale. Traitement de la Santé Mentale. Avantages de la 
Technologie. Risques de la Technologie. 
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Introduction 
 
Mental health has been a little addressed topic in our society. Very recently, driven by the COVID-19 
pandemic, the lockdown and the consequences derived from these events, it has begun to be given more 
importance, but this has not led to an increase in the resources allocated to mental health, neither for 
prevention nor for treatment. Before the COVID-19 pandemic, just a small fraction of people in need had 
access to effective, affordable and quality mental health care, and the situation remains similar today. 
For example, according to the World Health Organization (2022), minimally-adequate treatment for 
depression is estimated to range from 23% in high-income countries to 3% in low-middle-income 
countries. 
 
Numerous resources are needed to alleviate the global mental health problems. There is no doubt that it 
is necessary to increase the number of psychiatrists and psychologists in public health and the support 
network that can follow up all the people who need mental health care. But technology could also be a 
resource for improving the well-being of citizens. In fact, technology has played a major role in shaping 
the way we live and interact with each other. With the advancement of technology, people have access 
to more information, better communication, and increased convenience in their daily lives. Furthermore, 
technology can be used as a tool to improve mental health through resources such as Artificial Intelligence 
powered chatbots, Interpersonal Communication Technology interventions, mental health apps, online 
therapy, virtual and augmented realities, and digital phenotyping of mental health. These and other 
examples of Large Techno Social Systems are already part of our lives but in addition to the positive 
effects mentioned above, they may have negative effects. In fact, the increased reliance on technology 
has also brought new challenges to our mental health. Studies have shown that excessive and 
inappropriate use of technology can lead to issues such as anxiety, depression, sleep disturbances, self-
harming and suicidal thoughts and other problems that may reduce remarkably our quality of life. 
Furthermore, it is essential to consider the potential data privacy risks associated with using technology 
to assist individuals with mental health conditions. 
 
Considering that technology will continue to play an essential role in our lives, this article aims to analyze 
both the benefits and the dangers that, in relation to mental health, entail the accelerated development 
of technologies that we are currently experiencing. When carrying out this analysis, we will try to address 
the challenges brought about by this vertiginous technological advance, and we will end the article with 
a section of conclusions that are actually intended to be ideas for reflection. 
 
 
 
1. Technological resources for improving mental health 
 
1.1. Users-focused tools 

 
1.1.1. Artificial Intelligence powered chatbots 

 
Chatbots (e.g. Woebot, Wisa, Youper, etc.) are one of the most widely used mobile applications for 
providing emotional support and helping users manage their mental health (Abd-Alrazaq et al., 2019). 
They are computer programs based on natural language processing and machine-learning algorithms, 
capable of conversing and interacting with humans through spoken, written or visual language (Vaidyam 
et al., 2019). These new systems, which have experienced an exponential increase over the last few 
decades, facilitate interaction with people who are reluctant to seek psychological help because of the 
stigma that still entails today or because they cannot afford the cost (Bickmore et al., 2010; Vaidyam et 
al., 2019). Although they are devices primarily intended for the user himself and there is still insufficient 
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evidence to support their effectiveness and safety (Abd-Alrazaq et al., 2020), chatbots are being used in 
cognitive behavioral therapy (Oh et al., 2020), and suicide prevention (Martinengo et al., 2022). On this 
last case, a protocol is triggered when a user reports having suicidal thoughts using explicit language 
such as the verbs “want” or “have to”, which conveys a sense of immediately acting on those thoughts. 
These chatbots function was analyzed evaluating the content of dialogues between standardized users 
(not real-world users but users constructed according to global demographic and risk factor profiles of 
people with depression) and chatbots included in systematic assessments of depression and mental 
health apps intended for consumers. It must be taken into account that although these applications could 
be useful for the detection of suicidal thoughts it is crucial to consider that such thoughts pose a 
significant risk of severe harm and death. Therefore, users who are at risk of suicide should not be 
managed solely by a conversational agent (Martinengo et al., 2022).  
 
Through this new technology, a user can establish a therapeutic relationship with a robot. Therefore, 
considering that the establishment of an alliance between patient and therapist is one of the predictors 
of therapeutic outcomes in traditional therapy, one of the concerns is the type of alliance that could be 
established and its potential impact on the user’s mental health (Scholten et al., 2017). Some of the few 
studies examining this issue have found that patients develop “transference” towards chatbots, resulting 
in an unconscious redirection of feelings towards them (Bickmore et al., 2010; Scholten et al., 2017). For 
this reason, attention should also be paid to the dependency relationship that the user may develop with 
the chatbot. Furthermore, the inability to access the program could lead to distress, and the uncontrolled 
use of the chatbot could reduce the user’s personal relationships (Vaidyam et al., 2019).  
 
Apart from the need to prevent inappropriate relationships between the users and the chatbots, there is 
another major challenge associated with the use of this tool: privacy and confidentiality. Although we will 
go more deeply into the ethical and privacy issues associated with the use of technology later on, it is 
worth noting here that most chatbots are connected to the internet or even to social networks, meaning 
that users could be sharing a significant amount of personal information without being aware of it 
(Vaidyam et al., 2019). 
 
 
1.1.2. Mobile devices providing self-help 
 
A study conducted two years ago found more than 350 applications (e.g. Talkspace, I am sober, Calm, 
etc.) that have been included in the Apple Store and Google Play which aim to provide users with 
resources, support, and tools for managing their mental health (Aitken & Nass, 2021). The majority of 
them are used for depression, anxiety, self-injurious thoughts and behaviors, substance use disorders, 
posttraumatic stress disorder and sleep problems. Among the potential benefits attributed to such 
devices, some studies point out that they are highly accessible and flexible, can be used while preserving 
the user’s anonymity, and reach people who would likely not seek professional advice (Ebert et al., 2018). 
Additionally, other authors attribute to them the advantage of being used in large-scale interventions in 
settings where economic constraints make it difficult for the population to access mental health 
resources (Chisholm et al., 2016). The fact that their use is widespread among the population is another 
advantage of these devices (The Lancet & Child Adolescent Health, 2018). However, as we will address 
later, the elderly population faces significant difficulties in using this technology, and this is a vulnerable 
population that requires special attention.  
 
Despite the potential benefits of mobile apps for mental health, the lack of generalizable evidence 
supporting their efficacy has led to the need to reflect on the potential harm they may cause, as they may 
keep people in need of psychological treatment away from evidence-based interventions (Weisel et al., 
2019).  
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Although we will not go into this in depth, we would like to point out that among the applications developed 
to promote mental health would also exist online social platforms. Some of these platforms, also known 
as Interpersonal Communication Technology Interventions, aim to promote social participation, improve 
cognitive function, physical activity, healthy eating, and healthy sleep habits. They aim to create social 
connections, alleviate social isolation and loneliness, and improve the quality of life of users. A recent 
systematic review by Choi and Lee (2021) found that such interventions are effective improving 
loneliness, social support, life satisfaction, and other affective responses among older adults. Therefore, 
we believe that the development of accessible and easy Interpersonal Communication Technology 
interventions could be a beneficial technological resource for the mental health of the older population. 
 
The chatbots and the mobile devices are primarily aimed at the user and are intended to improve their 
well-being. However, on the basis of the scientific evidence available to us to date, they should not be 
used as a substitute for therapy. In fact, some authors have recommended integrating them into a clinical 
setting in which a professional will be in charge of monitoring the progress and provide additional support 
(Weisel et al., 2019). In addition to these users-focused tools, technological resources have also been 
developed to improve the work of therapists. These include online therapies, the integration of virtual 
reality and augmented reality technology into therapy, and other newly developed technologies that aim 
to provide real-time patient monitoring. 
 
 
1.2. Tools for the Therapist 
 
1.2.1. Online Therapy 
 
During the COVID-19 lockdowns, online therapies saw an exponential increase in usage, which continued 
even after restrictions were lifted. However, online therapies are not a new concept, as the first studies 
on distance therapies date back several decades. Therapists have been maintaining remote contact with 
their clients since the early 1920s using more traditional technologies like the telephone or text 
messaging (Perle et al., 2011). Online therapy has the advantage of allowing users to access interventions 
from any location and in various formats, which may appeal to those who suffer from stigma (Marcu et 
al., 2022). A meta-analysis conducted in 2020 concluded that digital psychological interventions, 
including online therapy, are effective, especially for patients between 20 and 35 years of age with various 
mental health disorders such as depression, anxiety, post-traumatic stress and substance misuse, and 
for patients of all ages with depression and substance misuse (Fu et al., 2020). In this last case, online 
therapy may outperform face-to-face therapy (de Oliveira Christoff & Boerngen-Lacerda, 2015).  
 
However, while the therapeutic alliance does not seem to be affected by the change in format, several 
studies found that opinions about the effectiveness of online therapies differed between clients and 
therapists. Clients had a very positive view of online therapy, while therapists had more diverse opinions. 
Although they acknowledged the potential benefits of online therapy, therapists were often hesitant about 
its clinical efficacy and expressed concerns about the loss of non-verbal information, such as that derived 
from body language, which is crucial in therapy (Hertlein et al., 2015). 
 
Online therapy may be useful for the elderly individuals as they often face difficulties accessing mental 
health services, especially those living in rural areas or geographically areas distant from mental health 
centers (Douthit et al., 2015; Liu et al., 2006). Prejudices regarding elderly mental health may also lead 
to a failure in referring them for specialized consultations. The lack of access to mental health services 
may result in unrecognized depression, behavioral aspects of dementia, and other comorbidities, making 
it difficult to manage their overall mental health even in the case of those living in nursing homes 
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(Snowdon, 2010). Telepsychogeriatrics, or online therapy for the elderly, could be an effective solution 
for this vulnerable population. Although few studies have evaluated its effectiveness, some authors 
suggest that telepsychogeriatrics can be an efficient therapy when implemented appropriately and with 
the involvement of a caregiver who is familiar with the patient´s needs. This approach can help overcome 
the barriers to accessing mental health services and improve the overall well-being of elderly individuals 
(Ramos-Ríos et al., 2012).  
 
Finally, it should be noted that although online therapies are effective and have some advantages over 
face-to-face therapies, they also have some limitations, and more research is needed to clarify their 
positive and negative aspects in the field of mental health. Additionally, it is crucial to acknowledge that 
online therapy does not necessarily address the accessibility gap that exists for those who lack resources 
to manage mental health issues. For instance, low-income individuals may lack access to the internet 
and other digital tools. 
 
 
1.2.2. Virtual Reality and Augmented Reality 
 
Virtual reality (e.g. Amelia Virtual Care) is an application that allows users to navigate and interact with a 
virtual environment in near real-time (Pratt et al., 1995). Depending on the system and programming, 
users may interact with the environment from an egocentric or allocentric point of view. In the latter case, 
the user moves a virtual representation of themselves called an “avatar”. Users can act upon virtual 
objects and interact with virtual beings such as people or animals. While virtual reality substitutes the 
existing physical environment with a virtual one, augmented reality uses virtual elements to enhance the 
existing environment. This means that physical and virtual elements are combined in real time, creating 
an augmented reality experience (Baus & Bouchard, 2014). Integrating virtual and augmented reality 
technologies into therapy provide patients with immersive, interactive experiences, which can be 
particularly beneficial in treating certain pathologies, such as phobias.  
 
The artificial environments generated by virtual and augmented reality are closer to everyday life 
experiences. That is why virtual environments are often referred to as an “ecological laboratory” where 
behaviors, emotions, and human experiences can be studied in a controlled and rigorous way (Botella et 
al., 1998). Virtual and augmented reality have the potential to improve various aspects of existing 
treatments. Firstly, therapists have complete control over the virtual situations and elements in the 
computer program, for example, they can chose what and how many stimuli generate, and in which order 
it will appear. Secondly, patients may feel more secure during therapy because negative outcomes that 
they fear will not occur in the virtual environment without consent and planning. For instance, a therapist 
can expose a patient to being on a mountaintop and assure them that they will not fall off. Thirdly, virtual 
and augmented reality allow for easier access to threatening stimuli, such as spiders (Botella et al., 
2017). These three aspects, which are integrated into therapy thanks to technology, contribute to 
enhancing the effectiveness of virtual and augmented reality in clinical psychology (Ventura et al., 2018). 
 
New technology has also been developed in order to integrate real digital images into virtual 
environments. At a Facebook conference held a few years ago, Mark Zuckerberg presented a technique 
that allows showing personal or smartphone pictures in the social virtual world to increase the sense of 
presence (Rubin, 2016). This technique has the potential to help with disorders such as attention deficit, 
social phobia, public speaking anxiety, and others. For example, working with photographs of the 
classmates, or coworkers can help people improve their social skills in a safe virtual environment, which 
they can then apply in the real world (Botella et al., 2009). However, to the best of our knowledge, there 
is still no evidence on the implementation of Facebook Virtual Reality in treatments to improve mental 
health. 
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1.2.3. Technology for real-time monitoring in mental health 
 
Mental disorders are usually diagnosed on the basis of symptoms, identified through interviews or self-
reports, i.e. through patients’ accounts of past experiences. But the timing of the intervention and the 
patients´ current state can produce biases in their recollections. Therefore, there is an increasing need 
to develop assessment procedures that allow real-time monitoring of certain parameters related to 
mental health. The application of this technology to mental health, known as “digital phenotyping of 
mental health”, consists of collecting a large amount of social (environmental context, sociability), 
emotional (mood) and behavioral (physical activity, sleep) data through  digital devices (smartphones, 
tablets, computers, fitness trackers, sleep monitors, etc.), social networks and health systems, and once 
collected, processing and transforming into data that can be analyzed using data mining (Teles et al., 
2020; Torous et al., 2016; Tsai et al., 2015).  
 
A recent systematic review (Mendes et al., 2022) showed that an increasing number of studies are using 
sensory applications (e.g. hap·tic) instead of public data bases to perform digital phenotyping of mental 
health. The use of digital phenotyping and other technologies for real-time monitoring of certain 
parameters related to mental health (e.g. Mindcare) is expected to improve the accuracy of diagnosis and 
lead to more personalized and effective treatments based on individual patient needs. 
 
One of the areas in which these technologies are expected to make important contributions is suicide 
prevention. Suicide is one of the most serious issues facing the mental health field. In fact, in developed 
countries it is the most frequent cause of unnatural death and is the second leading cause of death 
among adolescents and young people. Moreover, far from decreasing, suicide remains one of the leading 
causes of death worldwide. Every year, more people die as a result of suicide than HIV, malaria or breast 
cancer (World Health Organization, 2021). For this reason, it can be regarded as a public health concern 
and its prevention has become an enormously important challenge that is being tackled through the use 
of these newly developed technologies. 
 
Suicide prevention requires detecting the presence of suicidal ideation or communication, which is very 
difficult for both primary care physicians and mental health professionals (Nutting et al., 2005). In fact, it 
has been estimated that up to 66% of people who die by suicide have had contact with a primary health 
service in the month prior to their death, with their suicidality often going undetected (Mann et al., 2005). 
Therefore, the potential of the technology to aid in the detection of a suicidal crisis or the onset of a pre-
crisis state is very important. With the increasing prevalence of sensor-enabled smartphones and online 
social networking platforms (e.g. Searching help), there is a growing potential to use technology to help 
detect the warning signs of suicide and its associated factors. In fact, passive data collection and 
automatic detection through these technologies could provide a valuable tool for detecting individuals 
who may be at risk of suicide and intervening early (Larsen et al., 2015). Social withdrawal, for example, 
is a significant warning sign for depression and suicidal behavior (Van Orden et al., 2010), which may be 
detectable by members of an individual´s social network. Passive monitoring through smartphones can 
provide a useful tool to map social networks and identify signs of withdrawal. 
 
Various studies have found that mental health is associated with certain patterns of use and behavior 
within online social networks (Burke et al., 2010; Larsen et al., 2015). In this regard, it is important to 
note that two major online social networking platforms, Twitter (Samaritans, 2014) and Facebook (Boyle 
& Staubli, 2015), have attempted to implement screening tools to identify potential suicidal crises. 
However, due to the enormous volume of content shared on these platforms, accurately and 
automatically detecting social media posts that indicate a real risk is challenging. Therefore, machine-
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learning algorithms have been developed to automatically detect tweets that suggest suicidal behavior. 
In a research based on Twitter (O’Dea et al., 2015), 14,701 tweets related to suicidal behavior were 
examined. A sample of 2,000 tweets was manually labeled as “very worrying”, “possibly worrying”, or 
“safe to ignore”, with 14% being considered very worrying. These labeled tweets were then used to train 
a support vector machine, which achieved an 80% accuracy rate when applied to a sample of unseen 
“very worrying” tweets. This accuracy rate is equivalent to the agreement between human coders in the 
manual labeling process. This study demonstrates the feasibility of developing automated detection 
systems for suicidal content posted on Twitter and has the potential to be adapted for use on other social 
networking platforms. 
 
Continuing with the application of these new technologies to suicide prevention, it is worth mentoring the 
field of writing style (or word usage) and speech production. Related to the first, the writing style can be 
used to detect suicidal risk. In fact, different studies showed that depressed individual often have an 
increased focus on themselves where they heavily use first person singular pronouns such as ‘I’ (e.g. ‘I 
haven’t’, ‘I want’), and ‘myself’ (Chung & Pennebaker, 2007; Mowery et al., 2017; Preotiuc-Pietro et al., 
2015;). On the other hand, in addition to detecting changes in the writing style, machine-learning 
algorithms may also be used to analyze speech production, and speech production analysis has been 
applied to detect the risk of a suicidal crisis. Speech production is a complex process involving both 
cognitive and muscular systems, and changes in affective state during a suicidal crisis can produce 
notable acoustic changes. These changes can be measured through prosodic, articulatory, and acoustic 
speech features. Prosodic alterations, including unusual vocal patterns and changes in acoustic 
properties, have been linked to individuals in a suicidal crisis (Hashim et al., 2012). Suicidality has also 
been linked to shifts in spectral energy, such as from lower to higher frequencies (France et al., 2000; 
Ozdas et al., 2004), or vice versa (Yingthawornsuk et al., 2007). Some studies have reported statistically 
significant differences in voice quality features between suicidal adolescent voices and matched controls 
(Scherer et al., 2013). Despite its potential, however, there is not yet enough scientific evidence to fully 
support the validity and generalizability of this technological application for the prevention of suicidal 
behavior.  
 
As highlighted in a recent systematic review on the role of new technologies in suicide prevention (Forte 
et al., 2021), many of these technologies have been developed for adolescents or young adults, who are 
more likely to use them. However, suicide is a problem that affects society as a whole, including older 
adults. In fact, the likelihood for a suicide attempt is two to three times higher for those who are 75 years 
or older when compared to younger demographic groups (Ojagbemi et al., 2013), underscoring the need 
for suicide prevention technologies that address this demographic. Additionally, it is important to 
acknowledge that while technology has the potential to improve suicide prevention, its effectiveness can 
only be proven if it leads to a reduction in the suicide rate in the future. Moreover, as we have stated 
before, the digital divide remains a significant issue, as access to these technologies may be limited for 
some individuals. 
 
In the preceding sections, we discussed the potential benefits of new technologies for mental health also 
pointing out some of the challenges linked to the use of such technologies. Going one-step beyond the 
challenges, it is important to acknowledge that they also pose certain risks that must be addressed. In 
the following paragraphs, we will review some of the most relevant risks that need to be considered. 
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2. Negative aspects and risks of technology in the mental health field 
 
2.1. Excessive use of the internet, social networking platforms and smartphones 
 
Although excessive internet use it is no yet included among addictive behaviors in the main clinical 
psychology manuals (DSM-V, ICD-11), there is growing concern about the impact it can have on different 
groups, especially adolescents and young people.  
 
Terms such as internet addiction, compulsive internet use, internet dependence, and pathological 
internet use, have been used to refer to maladaptive use of the internet (Spada, 2014; Volpe et al., 2015). 
However, this conceptualization remains controversial (D’Hondt et al., 2015; Starcevic, 2013) as it over-
pathologizes the condition without distinguishing a broader spectrum of behaviors (Billieux et al., 2015). 
To resolve this controversy, the term “problematic internet use (PIU)” has been proposed, described as  
a maladaptive pattern of internet use that involves an apparent loss of control over the behavior, the 
occurrence of psychological, social, or professional negative consequences and worries, and obsessive 
thoughts when it is not possible to use the internet. Therefore, it is a broad term that includes, but is not 
limited to, online gaming, gambling, buying, and pornography viewing, as well as social networking and 
cyberbullying (Fineberg et al., 2018). 
 
The difficulties of defining and operationalizing PIU's phenomenon result in varying prevalence rates 
(Mihajlov & Vejmelka, 2017). In fact, reported rates among adolescents and college students from China, 
South Korea, the United States, and European countries vary from 1 to 26% (Rumpf et al., 2014; Wu et 
al., 2013).  
 
Despite the small number of studies conducted on this topic, they so far coincide in indicating that 
problematic internet use is closely related to different disorders such as anxiety, depression, and stress 
(Bernardi & Pallanti, 2009), eating disorders (Hinojo-Lucena et al., 2019), behavioral problems (Ko et al., 
2009), attention deficit hyperactivity disorder (Carli et al., 2013) and social phobia (Yen et al., 2007). 
Depression and anxiety are the disorders most commonly associated with problematic internet use (Li et 
al., 2017; Malak & Khalifeh, 2018), and people who make excessive use of the internet show ten times 
more depressive symptoms and seven times more anxiety symptoms than their peers (Andrade et al., 
2020).  
 
These data are accompanied by studies in the field of neurosciences which observed that the frequency 
of internet use is related to a significant decrease in regional gray/white matter volume in areas 
associated with language processing, memory, attention, and executive functions (Takeuchi et al., 2018). 
Furthermore, PET (F-fluorodeoxyglucose Positron Emission Tomography) studies showed that the 
problematic internet use shares psychological and neural mechanisms with drug addiction, due to that 
PIU alters regions implicated in impulse control and reward processing (Volkow et al., 2003).  
 
Due to the serious consequences that have been observed, clinical interventions for problematic internet 
use have been designed, implemented, and evaluated. Most of these interventions are based on 
therapeutic and pharmacological strategies that are commonly used for substance use disorders, 
obsessive-compulsive disorder, and impulse control disorders (Mihajlov & Vejmelka, 2017). However, 
while the effectiveness of such interventions seem increasingly well documented, the evidence regarding 
ways to prevent the problematic internet use and to promote adequate internet use is much less well 
developed. 
 
Indeed, three systematic reviews that studied the prevention of problematic internet use (Bağatarhan & 
Siyez, 2015; Throuvala et al., 2019; Vondráčková & Gabrhelík, 2016) agree that the literature on the 
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prevention of such problem is scarce and of limited quality. The absence of consensual diagnostic criteria 
and methodological limitations in the programs’ designs, as well as the need to implement interventions 
for at-risk populations and to evaluate the effectiveness of such interventions are primary points of 
criticism (Saleti et al., 2021).  
 
In addition to the amount of time spent on the internet, another aspect that is having a major impact on 
users is their excessive use of social networks, which are spaces for self-presenting through user profiles. 
They contribute to the formation of people’s identity (Orsatti & Riemer, 2015), and therefore young people 
use social networks to manage their identities, above all when they are undergoing a period of adjustment 
and identity management (Thomas et al., 2017). In a previous section, we focused on the potential 
benefits of social networking platforms for mental health, but different studies have shown that their use 
can also be detrimental to mental health. In this sense, a recent systematic review has concluded that 
the excessive use of social networks is related to problems such as depression, loneliness, poor sleep 
quality, self-harming and suicidal thoughts, psychological distress, cyberbullying, dissatisfaction with body 
image, fear of missing out and reduced life satisfaction (Sadagheyani & Tatari, 2021). Bearing in mind 
that the use of social networks has also shown positive effects in various studies (Lin et al., 2016; Rosen 
et al., 2022; Woods & Scott, 2016), it is reasonable to suppose that in addition to the time spent on social 
networks, the management carried out by users can explain the detriments or benefits that these 
networks exert on mental health. In this sense, it has been observed that people who have experienced 
rejection on social media or have felt pressured by social comparison suffer negative effects on their 
mental health (Rideout & Fox, 2018).  
 
Not only does social media have an impact on mental health, but excessive use of smartphones in 
general, whether for social media or not, can also have a detrimental effect on our mental health. In fact, 
a recent study conducted in Canada by Anderl et al. (2023) involving 485 participants, found that 
individuals who used smartphones the most had lower levels of social well-being, possibly due to a lack 
of face-to-face interactions. However, the relationship between smartphone use and social well-being is 
not necessarily causal, as individuals may turn to smartphones when offline interactions are not available. 
Nonetheless, the authors of the study suggest that when people are absorbed in their smartphones, they 
are more likely to miss opportunities for personal interactions, as previous research has also 
demonstrated (Kushlev et al., 2019). 
 
 
2.2. Dangerous use of the internet, social networking platforms and smartphones 
 
New technologies have brought about new risky behaviors, particularly in adolescents who, in many 
cases, may not fully comprehend the implications and the potential consequences of their actions when 
using these tools. Additionally, given that adolescents frequently communicate online, including when it 
comes to sexual matters, the phenomenon known as sexting, defined by Chalfen (2009) as the exchange 
of sexually explicit or provocative content (text messages, photos, and videos) via smartphone, internet, 
or social networks has become a real problem. In fact, scholars increasingly recognize this behavior as a 
normal part of adolescents’ sexual development (Symons et al., 2018). 
 
This behavior can lead to the nonconsensual dissemination of sexual images, and although little has 
been studied about the impact of this phenomenon on mental health, media reports have highlighted 
several cases in which people have attempted or committed suicide after their sexual pictures were 
shared without their consent (Ankel, 2018; Limón, 2022). Not surprisingly, the few studies carried out on 
this topic have shown that being a victim of aggravated sexting can have detrimental consequences on 
one’s mental health, which are similar to those experienced by victims of face-to-face forms of sexual 
abuse, such as sexual assault and sexual harassment (Bates, 2017; Mandau, 2021). These 
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consequences include high levels of stress, depression, anxiety, post-traumatic stress disorder, somatic 
symptoms, low self-esteem, self-harm, suicidality, and poor coping strategies, such as substance use 
(Gassó et al., 2021; Huber, 2022; Patel & Roesch, 2022; Sciacca et al., 2023). Conversely, it has also 
been found that a higher degree of depressive symptoms predicted a higher degree of sexting behaviors 
(Gámez-Guadix & De Santisteban, 2018). Thus, the findings suggest a significant association between 
sexting behaviors and suicidal thoughts, suicide attempts, depressive symptoms, and feelings of 
sadness. 
 
The prevalence of nonconsensual dissemination of sexual images in adults and young adults with regards 
to gender differences is not clear. Some studies have shown that this type of victimization is more 
common among women (Eaton et al., 2017; Karasavva & Forth, 2021), while others have found no 
significant differences (Henry et al., 2019; Pedersen et al., 2022). However, the available evidence on 
adolescents shows that boys are more likely to engage in nonconsensual sharing of sexual images 
compared to girls, and that the images they share are usually of girls (Wachs et al., 2021).  
 
Another widespread behavior that carries significant risks is cyberbullying, a particularly serious form of 
online aggression directed towards specific individuals, which is perceived to be most harmful when 
compared with random hostile comments posted online (Hamm et al., 2015). Importantly, as evidenced 
in a review of 36 studies among children and young people, studies show clear consistency in observing 
an impact of cyberbullying on mental health in the form of increased depressive symptoms as well as 
worsening of anxiety symptoms (Hamm et al., 2015). Regarding sex differences, females were twice as 
likely to be victims of cyberbullying compared with males as reflected in a national survey of adolescents 
in the USA (Alhajji et al., 2019). Furthermore, although most studies report cross-sectional associations 
(Hamm et al., 2015), a longitudinal study in Switzerland found that cyberbullying contributed to 
significantly greater depression over time (Machmutow et al., 2012). 
 
 
 
3. Ethics and privacy concerns associated with the use of technology for mental health 
 
As noted in a previous section, there are several risks associated with the privacy when using technology 
in mental health that need to be addressed in order to protect users. In this section, we will describe 
those we consider most relevant. 
 
Mittelstadt and Floridi (2016) identify two types of privacy risks associated with invasive monitoring 
technologies. First, permanent monitoring, surveillance, and data collection in a user´s daily environment 
can be a significant intrusion into their personal privacy. This can lead to the medicalization of the home 
environment, and users may feel burdened by constant reminders of their mental health condition (van 
Genugten et al., 2020). Second, data mining and surveillance technologies can pose risk to user´s data 
privacy. Big data tools require large data sets, and the sheer scope of data collected can make it difficult 
for users to oversee how they data are being used. Users may also be unclear about who has access to 
their data and for what purposes. Compared to traditional face-to-face treatment in an office setting, there 
are more opportunities for data to leak or to be lost (Luxton et al., 2016). Additionally, the available data 
comes from various contexts and is more sophisticated, intensifying privacy and data security concerns 
in a qualitative manner. In fact, keeping privacy of medical data is difficult even in developed countries 
(Echeverria & Ugalde, 2022). As legislation often lags behind technical developments, loopholes and grey 
areas may exist that facilitate unethical data use, e.g. commercial use without explicit user consent 
(Rubeis, 2022).  
 
Other risk associated with the use of technology in mental health is that of reductionism and simplification 
that can lead to depersonalization. Data mining often requires reduction, simplification, and coding, which 
can undermine the uniqueness of patient experience (Abbe et al., 2016). Mental health professionals 
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may be forced to translate patient information into pre-configured schemes, which can reduce individual 
characteristics to standardized categories. This can result in complex relations and health narratives 
being reduced to quantifiable data points in order to make healthcare interventions more cost-efficient 
(Dillard-Wright, 2019). As a result, personalization as a main goal of mental health prevention and 
treatment might be undermined (Rubeis, 2022).  
 
Finally, the risk of committing various biases also arises when using technology on mental health. In fact, 
this risk is inherent in the mechanisms of data processing, making it harder to detect. It is well-known 
that several minority groups are underrepresented in large studies, and algorithms may be built mainly 
on data from majority groups (Carr, 2020; Martinez et al., 2022) and from groups that have access to 
mental health services generally (Echeverria & Ugalde, 2022). This can lead to discrimination and a 
widening of the gap in mental health services for different groups of people (Fiske et al., 2019). In this 
sense, it must be taken into account that not all the population has access to technology, and it need not 
always be associated with a lack of resources. For example, the elderly are a vulnerable group to being 
excluded from the digital world. This means that a large percentage of the population may have major 
limitations when it comes to using the services offered by these technologies (Polat, 2012). Despite the 
few studies carried out on this subject, five factors have been found that would explain why older people 
believe they are at greater risk of being digitally excluded compared to the general population (Holgersson 
& Soderstrom, 2019): 
 

1. Fear and anxiety about using technology and digital services: fear of making mistakes and the 
lack of knowledge and insecurities regarding the use of technologies. 
 

2. Negative attitudes towards technology and digital services: lack of interest in technology and the 
feeling that they "should" use technology and not "want" to use it. 
 
3. Feeling "too old" to start studying how to use technology and digital services: older people did 
not grow up with computers, so there is a generational gap that implies that older people must 
acquire more knowledge to be able to make full use of technology. In addition, they show greater 
difficulties in using digital devices because they may have reduced vision or hearing. 
 
4. Lack of knowledge and experience to use technology and digital services: many older people 
have not used technology during their working lives, and this influences their ability to keep up with 
digital development. In addition, they often feel ashamed because they consider it difficult and for 
not understanding new technologies, feelings that are exacerbated if they do not have someone to 
ask. 
 
5. Linguistic problems when understanding digital terminology, often in English: the codes used in 
digital devices are not the usual ones, and many times these are usually in English, which makes 
them less understandable for elderly people who are not fluent in that language. 

 
In summary, the use of technology in mental health requires careful consideration of ethics and privacy 
concerns to protect users. The risks of invasive monitoring technologies and data mining and surveillance 
technologies must be controlled to prevent intrusion into personal privacy and to avoid biases in data 
collection and processing. 
 
 
 
4. Conclusions 
 
Technology has proven to be useful for mental health promotion and treatment. Some technological 
resources primarily aimed at the users, such as mobile apps and Artificial Intelligence powered chatbots, 
can help people to monitor and manage different factors associated with their mental health more 
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effectively in their daily lives. Other technological resources aimed at helping the therapist, for instance 
online therapy, have also allowed for greater accessibility and availability of mental health care services, 
especially in areas distant from centers where specialized care is provided or in the case of people with 
difficulties accessing face-to-face therapy. In addition, some of these technologies have provided support 
to the therapist to follow the patient in real-time. However, they also show some problems related, among 
other issues, to the type of link that the user can establish with a technological device, and to the difficulty 
some people have in accessing technology. In this sense, these groups that do not have access to new 
technologies, in addition to being harmed by not being able to benefit from their use, can also develop a 
feeling of discrimination that can considerably influence their mental health. 
 
Furthermore, although we have not specifically addressed this topic in any of the sections of the article, 
we believe that the effectiveness of these technological resources depends to some extent on 
collaboration between mental health professionals and technology professionals (e.g. engineers or 
computer scientists). While this collaboration is common in academia, it is less common in the 
professional field. On the other hand, being a very recent reality, systematic reviews and meta-analyses 
evaluating the effectiveness of some of these technologies do not obtain conclusive results. 
 
It is also important to recognize the negative aspects and ethical concerns that accompany mental health 
technology. In fact, the excessive and dangerous use of technologies that are widespread in society, such 
as the internet or social networks, can lead to serious mental problems. In addition, the privacy and 
security of patient data is critical, and appropriate regulations and security measures need to be put in 
place to protect personal information. On the other hand, automation and digitization may reduce 
personalized care and negatively affect the quality of care. 
 
We believe that the solutions to the problems derived from the misuse of technologies should be 
addressed collectively, because the needs they have created in society and the challenges they confront 
us with are very difficult to solve individually. 
 
In summary, technology has the potential to be a valuable tool for mental health, but is important to 
address and resolve the negative aspects and ethical issues associated with its use. Striking a balance 
between technological innovation and patient-centered mental health is critical to providing high-quality, 
effective care. Finally, it should be noted that for this last objective to be extended to all citizens, it is 
necessary to greatly increase the number of professionals (psychiatrists and psychologists) dedicated to 
mental health in public health centers. 
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